人工智能科学家的社会责任
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近期，《自然》自然（Nature）发布了2018年影响世界的十大科学人物，其中有两位中科大校友，正好占了正反两极：一位是发现石墨烯超导角度的少年班神童曹原，一位是世界首例基因编辑婴儿的贺建奎。在北京校友会庆祝中科大成立60周年大会上，潘建伟院士通过这个例子，告诫科大学子要加强人文素养的培养，重视社会责任感，希望未来十大科学人物里都是正面的科大校友，不要有反面的科大校友。

我的研究领域属于人工智能领域的分支。众所周知，人工智能技术对人类社会带来了很多挑战。我在微软亚洲研究院实习期间，就发现像微软这样的大型跨国企业，对社会责任感的重视程度很高，而且提出了切实可行的方案来解决。相比之下，国内的一些机构就只是专注于技术或者商业应用，才会出现贺建奎事件这样的科学丑闻。

**一、人工智能带来的挑战**

**1. 贫富差距扩大**

麦肯锡2017年的研究报告表明，49%的工作内容可以被目前的人工智能技术取代。然而技术发展史上，前三次工业革命中，都有大量工作被机器取代，但人类整体的幸福感是有所上升的。以人工智能为代表的第四次工业革命中，机器取代的也是人类简单重复的劳动，使得人类有更多的自由，做更有价值的事情，提高单位劳动时间的生产力。

然而，宏观的社会进步不意味着微观上每个人类个体的生活水平提高。在工业时代，生产资料（资本）的回报率高于劳动的回报率，从而使得贫富差距扩大。在信息时代，数据（信息）的回报率可能比资本的回报率更高，因此贫富差距可能存在进一步扩大的趋势。

**2. 人工智能的安全隐患**

科技界的两位意见领袖霍金和Elon Musk多次告诫人类警惕人工智能的安全隐患，如果人工智能不受控，有可能比核武器还危险，造成毁灭性的后果。尽管目前人工智能的发展阶段尚不足以使人工智能具有毁灭现实世界的能力和主观故意，但已经出现一些人工智能过失造成的严重事故，例如无人驾驶车撞人、工业机器人杀人等案例。

人工智能在未来必将参与到越来越多的现实生活中，而我们并不能保证程序不出错。如何编写可靠的程序、验证程序的可靠性将是软件工程、程序语言理论的重点研究课题。此外，现在的软件一般具有限制责任赔偿条款，即赔偿额度不大于购买软件的成本，这对于生命攸关的系统、控制现实世界的系统显然是承担了过少的责任。

**3. 偏见放大**

人工智能推荐系统为了满足用户的喜好，会导致用户偏见的放大。例如用户喜欢某种类型的新闻，就会不断推送此类新闻；用户对一个社会问题持某种观点，就会不断推送此种观点的评论。这造成用户难以接触到异见，已有的偏见被不断加强。同时，相似兴趣爱好和持有相似观点的人不断聚集，也会造成社会思想的两极化。

**二、人工智能承担社会责任的策略**

**1. 教育计算思维**

计算思维是美国CMU计算机系主任周以真教授提出的概念。计算思维是运用计算机科学的基础概念进行问题求解、系统设计、以及人类行为理解的一系列思维活动。它是一种普适的思维方法和基本技能。在人工智能时代，每个成年公民都应当理解人工智能系统的特点，学会使用和驾驭人工智能系统，而不是被人工智能做出的决策牵着鼻子走，成为人工智能的奴隶。

为此，我国教育部已经在中小学和高校中广泛开展了人工智能课程，让计算思维的概念走进课堂，从小培养学生用计算机解决问题的能力，为未来的人工智能社会输送具有计算思维的人才。

**2. 推动数字化转型**

数字化转型指的是把传统业务数字化、智能化。其中数字化是第一步，也就是把传统商业世界的模型、规则建模成计算机程序，把零散的信息整理成结构化的数据。数字化不仅可以使传统行业的规则更清晰、权责更明确、执行效率更高，还可以促进机构之间的数据共享和资源整合。

智能化则是在数字化的基础上，运用人工智能技术分析数据的统计特征，挖掘数据中的内在关联，进而辅助人类做出商业决策。

**3. 政府的法规政策**

前文提到的人工智能带来的三大挑战，都需要政府的力量才能解决。例如政府可以通过社会救助体系和税收等财富再分配手段来削弱贫富差距扩大的社会影响。政府可以通过立法来要求科技公司生产安全可靠的人工智能产品，并建立相应的监督监管机制来保证人工智能的可信性和用户数据的隐私性。政府可以通过舆论引导来促进信息传播的多元化，适度纠正推荐算法对偏见的加强。